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Empirical software engineering, like every rigorous empirical discipline, uses statistics for two purposes: summarizing data; and assessing whether data support a hypothesized model. The second purpose is more subtle because it has to address the problem of induction: generalizing a widely applicable model from specific observational data.

A bunch of influential statisticians approached the problem head on at the beginning of the twentieth century, and developed a collection of readily applicable techniques that collectively go under the name statistical hypothesis testing. Thanks to the prominent position of those statisticians in the scientific community, as well as to their and others’ incisive popularization effort, statistical hypothesis testing has become a prevalent practice in pretty much all experimental sciences.

Only in the last few decades have we started to realize that statistical hypothesis testing techniques—at least in the ways in which they have normally been used—have serious theoretical and practical shortcomings, which make them prone to drawing incorrect conclusions [5], and ill-suited to address the induction problem. This short text outlines the problems with classical statistical hypothesis testing, and recommends using alternative techniques based on Bayesian statistics, which are largely immune to the shortcomings of statistical hypothesis testing, and support a robust induction process.

I. How Statistical Hypothesis Testing Works

Let us outline how statistical hypothesis testing works on a concrete example from my previous research.

The Rosetta Code study [7] compared the features of solutions to programming tasks written in different programming language. One of the experiments, which I single out here merely as an interesting example, ran Haskell and Python solutions to 28 problems on the same inputs and compared their running time performance. The statistical summaries of these experiments show a mixed picture: Haskell was faster in 15 problems (a narrow majority), with a median speedup of 1.3 compared to Python; however, the mean speedup is 27 in favor of Python, due to two problems where Haskell was particularly inefficient. How to decide whether this data indicates a genuine speed advantage of one language over another?

Statistical hypothesis testing provides means precisely to answer such questions. While the details vary from test to test, the general approach is the same: given two sets of data, a statistical test computes a statistics called the $p$-value. Roughly speaking, the $p$-value is the probability of observing the two given data sets under the assumption of no difference—the so-called null hypothesis. In our example, the data sets are the running times of Haskell and Python on each problem, and the $p$-value is the probability of recording those running times assuming there is no fundamental performance difference between Haskell and Python—and thus any observed difference is due to chance.

The way statistical testing are normally used, a small $p$-value (typically $p < 0.05$) leads to rejecting the null hypothesis and to concluding that the empirically measured difference is statistically significant; conversely, a large $p$-value suggests that the empirically measured difference may be due to chance alone, and thus either the experiment is inconclusive or the differences are insignificant. The Wilcoxon signed-rank test is a suitable hypothesis test for our language comparison; applied to the Haskell vs. Python data set, it gives a $p$-value of 0.33, and thus the data does not warrant claiming any significant difference between Haskell’s and Python’s performance.

II. What is Wrong with Statistical Hypothesis Testing

Upon closer look, the analysis based on statistical hypothesis testing leaves much to be desired. The most egregious issue is that the $p$-value is the probability $P[\text{data} | H_0]$ of the data given the null hypothesis $H_0$; however, to accept or reject hypothesis $H_0$ we really need the other probability $P[H_0 | \text{data}]$. In general $P[H_0 | \text{data}]$ and $P[\text{data} | H_0]$ may be very different, so knowing the $p$-value alone is of no help to accept or reject a hypothesis based on experimental data!

Even assuming specific conditions ensure that the $p$-value is related to the probability that the data support a hypothesis, deciding whether to accept or reject a model using a fixed probability threshold—any threshold, really—risks being arbitrary. There is nothing special about a 1%, 5%, or 10% probability that ensures that borderline cases are treated consistently. Another problem is that a small $p$-value leads to rejecting a hypothesis, but it does not necessarily help find out which alternative hypothesis holds. Going back to the Haskell vs. Python comparison, even if statistical hypothesis testing had told us to reject the hypothesis that Haskell and Python are as fast, we would still be left with the problem of deciding which is faster: Haskell (as suggested by the median) or Python (as suggested by the mean).

Statisticians have been well aware of these intrinsic shortcomings of statistical hypothesis testing; over decades, they...
have developed a number of techniques, such as effect sizes, confidence intervals, and statistical regression, that can help improve the reliability of statistical analysis. All of these techniques are still largely rooted in the same basic principles as statistical hypothesis testing, constituting the corpus of so-called frequentist statistics. A distinct set of approaches, which we advocate here, relies on the distinct set of techniques known as Bayesian statistics whose peculiar advantages we outline in the remainder.

III. BAYESIAN STATISTICS IN A NUTSHELL

Bayesian statistics directly addresses the problem of induction based on Bayes theorem of conditional probabilities:

$$P[H \mid D] = \frac{P[D \mid H] \cdot P[H]}{P[D]} ,$$

which relates the probability $P[D \mid H]$ of observing data $D$ under hypothesis $H$ to the “converse” probability $P[H \mid D]$ that hypothesis $H$ holds given observed data $D$.

Rather than narrowly targeting the null hypothesis $H_0$, Bayes theorem easily applies to a complete probability distribution over possible observations. In the case of the language performance comparison, the goal is estimating the posterior probability $P[haskell-to-python speedup \mid data]$, where data are the measured speedups—following the convention that a negative speedup $-s$ indicates that Haskell is $s$ times faster than Python, and a positive speedup $+s$ indicates that Python is $s$ times faster than Haskell.

In addition to the experimental data, applying Bayes theorem requires knowing the unconditional probability $P[H]$—in the running example, a probability distribution over the haskell-to-python speedup before performing the experiments. This probability is called the prior, and it is a way in which Bayesian statistics may incorporate additional information—for example other studies on the same subject. If we prefer not to bias the probability estimation by the results of other studies, or simply if no reliable prior information is available, we can pick an uninformative prior which assigns uniform probability. For the running example, the Computer Language Benchmarks Game [8] includes benchmark data comparable to the Rosetta Code study, and thus we use its distribution of speedups as prior. For Haskell and Python, its prior distribution has mean and median around $-24$, which indicate that Haskell has consistently been much faster than Python in [8]’s 12 benchmarks.

The next key ingredient to apply Bayes theorem is the distribution $P[D \mid H]$—called likelihood in Bayesian lingo—which quantifies a probability over differences between observations and expectations. For the running example, it amounts to an estimate of $P[s \mid r]$—the probability of observing a certain speedup $s$ given that a speedup $r$ was expected (the hypothesis).

We base the likelihood on an extended data set from [8], which suggests a range of variability due to different experimental choices in comparing Haskell and Python (such as input size and kind of algorithm for the same problem).

The probability $P[D]$ can be derived from the prior and likelihood as a normalization factor without additional information. By doing this in the running example, we obtain the following posterior distribution of speedups (runtime ratios):

A distinctive advantage of Bayesian statistics is that it estimates a complete distribution of data. In the picture, we can easily see that the distribution’s support only comprises negative speedups, which correspond to Haskell being consistently faster than Python. Additionally, we see how the application of Bayes theorem provides a rigorous way to integrate apparently contradictory—or otherwise not completely consistent—evidence obtained in different experimental conditions. The prior (which comes from [8]) indicated that Haskell is usually much faster than Python; but the new data (which comes from [7]) was inconclusive as to which is faster. By combining them, Bayes theorem strongly supports the hypothesis that Haskell is faster than Python, but also suggests that the average speedup may be not great.

IV. BAYESIAN STATISTICS IN SOFTWARE ENGINEERING?

The limitations of statistical hypothesis testing, as well the potential advantages of using Bayesian analysis, have been often noted in other experimental disciplines [2], [5], [4]. Nonetheless, statistical hypothesis testing is still extensively used in practice, while Bayesian analysis remains more of a specialized knowledge; empirical software engineering, in particular, still has to incorporate Bayesian techniques in its recommended data analysis practices [9], [1], [6].

Answering the titular question in the affirmative, I argued that there is much to be gained by introducing Bayesian analysis in empirical software engineering practices:

- Bayes theorem correctly addresses the problem of induction—unlike the defective hypothesis testing;
- estimating complete distributions rather than single probabilities supports analysis of nuanced cases;
- priors and likelihoods provide means to naturally incorporate the results of other studies, in a way that behooves the scientific method.

A technical report [3] offers a more rigorous presentation of Bayesian techniques, with three full-fledged case studies from empirical software engineering research.
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